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The use of a Lead Slowing-Down Spectrometer (LSDS) is considered as a possible option for non-destructive assay of fissile material in used nuclear fuel. The primary objective is to quantify the $^{239}$Pu and $^{235}$U fissile content via a direct measurement distinguishing them through their characteristic fission spectra in the LSDS. Threshold fission chambers are employed to detect fission neutrons due to their insensitivity to lower energy interrogation neutrons and their favorable behavior in an irradiating environment.

In the framework of the LSDS Collaboration for the Material Protection and Control Technology (MPACT) Campaign we performed several assay experiments at the Rensselaer Polytechnic Institute (RPI) to demonstrate the feasibility of such method and to provide benchmark experiments. A fresh UO$_x$ fuel rod from the RPI Criticality Research Facility and a PuBe source were assayed consecutively in the LSDS. The characteristic fission spectra were measured with $^{238}$U and $^{232}$Th threshold fission chambers. Despite the constant neutron and gamma background from the PuBe source, the LSDS system was able to measure a $^{239}$Pu response. This is the first time that Pu was assayed in the US using a LSDS system. Both measurements were found to be in good agreement with calculations done with MCNP5. Experiments with a combination of a fuel pin and the PuBe source were performed to simulate to some extent burn-up conditions. The distance of the PuBe source with respect to the detectors was varied to simulate different Pu contents and several mixed $^{239}$Pu and $^{235}$U response spectra were measured and compared to calculations.

Due to its ability to assay non-destructively, the LSDS is well suited not only for fresh fuel assay but also for spent fuel testing. The characterization of spent fuel is particularly important for nuclear safeguards and for determining the fuel burn up level in view of reprocessing and recycling of used fuel. Several studies have been made to assess the potential of the LSDS for spent fuel assay (Refs. 1, 4-9).

In the framework of the Office of Nuclear Energy, Fuel Cycle R&D, Material Protection and Control Technology (MPACT) Campaign the LSDS is investigated among other methods as an option for the accurate, direct, and independent assay of the fissile isotopes.

As part of the LSDS Collaboration for the MPACT Campaign we assayed a fresh fuel pin from the Rensselaer Critical Facility (RCF) and a PuBe neutron source in order to demonstrate the feasibility of the LSDS assay method and as a first step towards benchmark measurements. In this paper, a brief overview of the performed experiments is given. Experimental results using a $^{238}$U assay detector are presented. Recent design studies of the LSDS system (e.g. Refs. 5-7, 9) are mainly based on Monte Carlo simulations. Therefore, the experimental results are compared to Monte Carlo calculations of the assay in order to investigate the validity of such Monte Carlo simulations.

II. EXPERIMENTAL CONDITIONS

In the following discussion a summary of the basic components of the RPI LSDS fuel assay system is given. Detailed information on the system can be found in (Refs. 3, 10).

II.A. RPI - LSDS + LINAC

The RPI LSDS consist of a cubic lead pile (1.8 m side length) with a total weight of 72 tons (figure 1). The RPI linear accelerator (LINAC) directs 40-60 MeV electrons on an air cooled tantalum target located in the center of the cube. Neutrons are produced via a ($\gamma$,n) reaction within the target. The energy distribution of
the neutrons is given approximately by an evaporation spectrum with a peak energy of about 0.46 MeV. The created neutrons loose energy in successive collisions with the lead isotopes as time progresses. The neutron energy-time correlation is given by (Ref. 3):

\[ E = \frac{k}{(t + t_0)^2} \]

where \( k \approx 165000 \text{ eV/\(\mu\text{s}^2\)} \) and \( t_0 \approx 0.3 \mu\text{s} \). E is the average neutron energy (in eV) and \( t \) is the slowing down time (in \( \mu\text{s} \)). This direct energy-time correlation is valid shortly after the source pulse until neutrons are completely slowed down. During the slowing down process the neutron energy is approximately Gaussian distributed with an energy dependent resolution [full width at half maximum (FWHM)] given by:

\[ \frac{dE}{E}_{\text{FWHM}} = 0.0835 + \left( \frac{0.128}{E} \right) + 3.05 \times 10^{-5} E^{1/2} \]

where E is the neutron energy in eV. This energy resolution increases significantly with the introduction of light nuclei impurities such as hydrogen. Therefore, the RPI LSDS was build with high purity lead (Ref. 3).

II.B. Assay Detectors and Flux Monitor

In the performed experiment, two \(^{238}\text{U}\) and two \(^{232}\text{Th}\) threshold fission chambers were used to detect fission neutrons. Fission chambers are essentially insensitive to gamma radiation. They are therefore particularly appropriate for fuel assay in a LSDS in order to overcome the expected high gamma background caused by the spent fuel and the target Bremsstrahlung.

The assay detectors contain each about 200 mg of \(^{238}\text{U}\) or \(^{232}\text{Th}\) with an active length of about 20 cm. In case of the \(^{238}\text{U}\) detectors, highly depleted \(^{238}\text{U}\) is used (residual \(^{235}\text{U}\) content \(\approx 4.1 \text{ ppm}\)) (Ref. 3)). Such high grade is necessary to lower the detector sensitivity to the interrogation neutrons. The \(^{232}\text{Th}\) detectors have a significantly smaller fissile content which improves the signal to background ratio. However, due to the lower fission cross section the efficiency of the \(^{232}\text{Th}\) assay detectors is about 1/3 of the \(^{238}\text{U}\).

The neutron flux is monitored with a \(^{235}\text{U}\) probe chamber located at the front upper corner of the LSDS (see figure 1). This monitor was used to normalize assay detector signals to the neutron flux in the LSDS.

II.C. Assay Specimen

In the presented experiment two different assay specimens were used: a fuel pin from the RCF reactor and PuBe source.

The low enriched \(\text{U}_2\text{O}_3\) fuel pin from the SPERT (Special Power Excursion Reactor Test) program contains about 35.2 g \(^{235}\text{U}\). Since the RCF operates near zero power conditions the burn up of the fuel pin is negligible. The PuBe source serves two different purposes. Firstly, an assay of \(^{239}\text{Pu}\) can be performed. Secondly, the sensitivity of the assay detectors to a constant neutron and gamma background can be investigated. The PuBe source contains about 96 g of \(^{239}\text{Pu}\) and has an activity of about \(~22 \times 10^{10} \text{ Bq} \sim 1.1 \times 10^7 \text{ n/s}\).

II.D. Measurement Arrangement

An interrogation channel of the LSDS was used to introduce the assay specimen. One end of the channel was closed permanently with several lead bricks and covered with cadmium and boron plates. The remaining open end was partially covered with a brick and a cadmium plate. During the measurement the fuel pin was supported by fuel grid plates within an assembly box. \(^{238}\text{U}\) and \(^{232}\text{Th}\) assay detectors were placed directly into the fuel assembly box (figure 2). An additional \(^{238}\text{U}\) and a \(^{232}\text{Th}\) assay detector were introduced into the lead 2.54 cm above the interrogation channel. All detectors were located at mid depth of the interrogation channel. A guide tube is used for the insertion of the PuBe source.
III. SIMULATION OF DETECTOR RESPONSES

The Monte Carlo Code MCNP5 (Ref. 11) was used to simulate the fuel assay. The entire lead cube, assembly box, assay specimen and detectors were modeled. All neutrons escaping the cube were considered to be lost neglecting the room return. Unless otherwise stated the impurities in the lead were representatively modeled by assuming an H₂ content of 2 wt. ppm (see section IV.B). All cross sections are based on ENDF/B VII (Ref. 12) with exception of the cross section of the ²³⁸U content of the detectors which is based on JEFF 3.1 (Ref. 13).

Several variance reduction methods were applied in order to decrease the computational time, namely importance zoning and time dependent weight windows. A typical computational time for one configuration was found to be several hours (7-10 h) on a 12 cpu windows cluster (~3GHz i7 processor).

IV. RESULTS

During all measurements the LINAC was operated with an electron current and energy range of about 14-15 μA, energy of 40-53 MeV, pulse width of 1 μs and repetition rate of 180 Hz, respectively. All measurements are normalized using a neutron flux monitor to 14.5 μA and 46 MeV conditions. In the following the responses of the ²³⁸U assay detector located inside the fuel assembly box are presented. All shown experimental uncertainties correspond to the propagated uncertainty due to counting statistic.

IV.A. Detector Signals

The assay detector signal was measured without assay specimen in order to determine the response of the detector to the interrogation neutron flux. In addition, the detector efficiency can be determined using the known ²³⁸U impurity content. The detector signal exhibits a distinct fission peak at about 10 to 20 μs (figure 3) which is caused by the ²³⁸U subthreshold fission resonances in the 0.4 to 5 keV energy region. The response above 20 μs is mainly caused by the fissile ²³⁵U content with the exception of a second ²³⁸U subthreshold fission peak at about 90 μs.

The measurement was compared to MCNP simulations using ENDF/B VII or JEFF 3.1 cross sections for ²³⁸U. While JEFF 3.1 under predicts the subthreshold fission peak (10 to 20 μs), ENDF/B VII over predicts the peak. A similar spectrum was measured by Slovacek et. al. (Ref. 14) using the same detector and by Danon et. al. (Ref. 15) using a different ²³⁸U detector.

The MCNP calculations were normalized to the experimental data in the 20 - 200 μs time frame applying a least square method. It should be noted that there is a good agreement between simulation and experiment in the ²³⁸U fission dominated 2-5 μs time frame as well as in the ²³⁴U fission dominated 200-1000 μs time frame.

In general the MCNP calculations need to be normalized for comparison with obtained experimental result. As a first approach, we use the normalization factor obtained in this section for the following assay measurements which directly takes into account the detector efficiency and the neutron source strength.

IV.B. Fresh Fuel Pin Assay

A SPERT fuel pin was inserted into the assay channel and the detector response was measured (figure 4). Using
the normalization of the previous section an absolute count rate prediction is possible using MCNP. Since the resolution of the LSDS is dependent on the amount of light element impurities in the lead three different cases were considered with a representative $H_2$ contamination of 0, 2 and 4 wt. ppm. With increasing impurity content, the detector response signal tends to lose structure which is particularly visible at about 300 $\mu$s. A level of 2 wt. ppm of hydrogen is found to give the best agreement to the experimental response (c.f. Ref. 10). With exception of the previously mentioned sub threshold fission peak, the absolute detector response is in excellent agreement with the calculation.

IV.C. $^{239}$Pu Assay

The PuBe source was positioned at mid depths of the LSDS interrogation channel. Figure 5 shows the measured assay signal in comparison to the signal of a $^{239}$Pu probe chamber. Due to strong self-shielding of the lumpy PuBe source the assay signal exhibits a decrease of the fission peaks at about 50, 130 and 800 $\mu$s. In addition, resonance shielding effects of $^{181}$Ta and of $^{240}$Pu are noticeable. While $^{181}$Ta is present in the cladding of the PuBe source, small amounts of $^{240}$Pu can be found within the PuBe source. Despite the self-shielding effects the absolute response function of the assay is well predicted by the calculation.

IV.D. Mixed $^{235}$U and $^{239}$Pu Assay Signals

A set of mixed $^{235}$U and $^{239}$Pu signals was measured by inserting both, the PuBe source and the fuel pin into the LSDS. The contribution of the $^{239}$Pu signal to the detector response was varied by changing the insertion depth of the source i.e. by changing the distance of PuBe source to detectors. The mixed signals were compared to response signals of only the fuel pin or the PuBe source (Figure 6). The mixed detector signals exhibit characteristics of both, the $^{235}$U and $^{239}$Pu response functions. Even when the source is at a distance of 50 cm from the detector the mixed signal can clearly be distinguished from the clean $^{235}$U response function.

The $^{239}$Pu self-shielding within a used fuel pin is expected to be significantly smaller than in the presented case of the PuBe source which should improve the distinctness of the contribution of $^{239}$Pu and $^{235}$U fission to the combined signal.

V. CONCLUSION

In the presented study a fresh fuel pin, a PuBe source and a combination of both were assayed in the RPI LSDS. Simulations of the different assay cases with MCNP were compared to the experimental results. Experiments and calculations were found to be in very good agreement with exception of a sub threshold fission $^{235}$U peak. Using the known $^{235}$U content of the assay detector, absolute count rate estimation with MCNP was possible. Even though the PuBe source exhibits strong self-shielding effects and emits a constant neutron and gamma background the calculated detector signal are in agreement with the measurement. The combined measurements of the PuBe source and the fuel pin demonstrate the superposition of the characteristic $^{239}$Pu and $^{235}$U response spectra.
The general agreement of the measurements and simulations indicate the validity of the Monte Carlo model and shows the potential of such simulations to be included in the benchmarking of de-convoluting algorithms for the fissile mass determination of LSDS assay measurements. In addition, the presented mixed $^{235}\text{U}$ and $^{239}\text{Pu}$ assay can be used as a first test case for such algorithm.
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