Beryllium and Graphite Neutron Total Cross-Section Measurements from 0.4 to 20 MeV
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Abstract—The Gaerttner Laboratory electron linear accelerator at Rensselaer Polytechnic Institute was used in the measurement of the neutron total cross section of natural beryllium and carbon (graphite) in the energy range of 0.4 to 20 MeV. Neutron transmission measurements were made using the time-of-flight method with a 100-m flight path, fast detector response and electronics, and a narrow neutron pulse width to provide good energy resolution. A method was developed to determine the time-dependent background component associated with the transmission measurement using a combination of experimental data and Monte Carlo methods. The signal-to-background ratio combined with low counting statistics error resulted in low uncertainties and highly accurate data. The graphite measurement, showing excellent agreement with the current evaluations, provided a verification of the accuracy in the measurement and analytical methods used. The measurements of beryllium resulted in an accurate measurement of total cross section, showing some deviations with commonly used evaluations and better agreement with ENDF/B-VI.8. These results can be used for the improvement of future neutron cross-section evaluations of beryllium.

I. INTRODUCTION

Beryllium is a lightweight metal with unique physical and nuclear properties that make it useful in a variety of nuclear applications. With a low atomic number and thermal absorption cross section, beryllium has applications as both a neutron moderator and as a reflector. Beryllium is also a candidate for fusion applications, with uses such as being a plasma-facing structural material as well as a neutron breeding blanket material. The low density of beryllium, combined with its nuclear properties, also makes it an ideal candidate for use in space applications. With such varied applications, both current and planned, precise knowledge of the total neutron cross section is required for accurate design considerations.

A review of the evaluated neutron total cross sections for beryllium displays significant differences below 1 MeV with ~8% difference below 0.6 MeV. A review of relevant experimental data from the EXFOR database shows a similar variation. The goal of the present
work is to provide a new high-accuracy measurement of beryllium to resolve these discrepancies.

A new detector was developed at Rensselaer Polytechnic Institute (RPI) capable of collecting data in the energy range 0.4 to 20 MeV and verified using carbon as a measurement reference. The total neutron cross section of carbon is compared to previously measured data as well as the evaluated data to verify the accuracy and resolution of the system.

II. EXPERIMENTAL SETUP

Experiments were performed at the Gaerttner Linear Accelerator (LINAC) Laboratory at RPI using the high-energy modular proton recoil detector. An illustration of the experimental setup is shown in Fig. 1. Neutrons are produced using a pulsed electron beam from the linear accelerator striking water-cooled tantalum plates in the RPI neutron-producing target. The neutron target described in Ref. 4 was placed on axis with the flight tube and used without moderation to maximize neutron flux in the energy region of interest.

The high-energy electrons from the linear accelerator generate bremsstrahlung X-rays within the target, which then interact with the tantalum to produce photoneutrons. These interactions produce a white neutron source, which can be approximated by an evaporation spectrum with an evaporation temperature of 0.55 MeV, with a maximum energy extending up to the maximum energy of the electron beam (~55 MeV). A more detailed analysis of the neutron flux profile can be found in Ref. 5. The collimated neutron beam is passed through a 7.62-cm-thick depleted uranium filter used to decrease the intense burst of photons (gamma flash) incident upon the detector, which otherwise would cause recovery issues with the system. This filter also eliminates any X-ray and low-energy gamma background produced in the target. The neutron beam is then further collimated to a diameter of 4.76 cm to ensure no neutrons stream around the sample material and reach the detector, which would cause excessive background counts. The beam passes through the sample materials mounted on an electronically controlled sample changer located ~13.85 m from the neutron source before continuing on to the detector located at an effective flight path of 99.95 ± 0.07 m. The flight path of the detector was determined by fitting the resonance structure seen in carbon with energies taken from ENDF/B-VII.0 (Ref. 6). The collimation system prior to the sample location combined with thick concrete shielding and the large sample-to-detector distance provide a good geometry experiment, preventing in scattering of neutrons, which would cause a source of neutron beam–dependent background. Compared to other sources of background, this component is negligible.

The detector consists of two custom-made Eljen Technology EJ-301a proton recoil liquid scintillator modules. While the scintillator chosen is capable of separating neutron interactions from gamma interactions by pulse shape analysis, this feature was not utilized for these measurements. The signal-to-background allowed for low statistical uncertainty without the added electronic complexity of a pulse shape analysis system. Each module is 18.3 × 35.6 × 12.7 cm deep, with two Photonis XP4572B 12.7-cm-diam photomultiplier tubesb to optimize light collection throughout the detector volume. The two modules stacked on top of each other give the detector system dimensions of 36.6 cm high × 35.6 cm wide normal to the neutron beam. This area was established to optimize collection of the neutron beam profile at the detector location, which was determined through calculation of

![Fig. 1. Experimental setup showing the electron beam hitting the neutron-producing target, neutron collimation, flight path, and detector locations (not drawn to scale).](https://www.eljentechnology.com/ (accessed July 20, 2010).

neutron transport through the collimation system using the MCNP5 Monte Carlo transport code and verified with experimental data. The thickness of the detector was selected to maximize neutron detection efficiency while maintaining good time resolution. A 3.18-mm-thick lead shield was added around the detector to minimize the effect of low-energy gamma background.

The output from each EJ-301 module is fed to an ORTEC 935 constant fraction discriminator for optimizing time resolution over the wide range of pulse amplitudes and then summed in an ORTEC CO4020 logic unit. This output is then converted to an optical signal for transport to the data acquistion computer using a LuxLink DX7201 fiber optic TTL transmission system. The data were collected into 1.6-ns time bins using a FastComTec P7889 multiscaler board. The P7889 is a multihit time-of-flight (TOF) clock with no dead time between channels. A flow diagram of the signal can be seen in Fig. 2. The system dead time was experimentally determined to be 90 ns, which coincides with the width of the stop signal to the P7889 multiscaler. During data taking, the maximum counting rate was monitored, and the LINAC electron beam current was adjusted to maintain the dead-time correction factor below 5%.

Additional neutron detectors are installed at the LINAC facility and are used to monitor the neutron flux from the target. These monitor data are collected using two moderated fission detectors (Reuter-Stokes RS-P6-2403-121 and Amperex B300D fission chambers), which are located ~9 m from the neutron target. A third monitor is a $^6$Li glass ring detector, which measures the penumbra of the neutron beam. The monitor data are recorded during each measurement and used to correct for variations in neutron beam intensity.

III. SAMPLES

The carbon experiment used three samples with nominal thicknesses of 7, 13, and 33 cm. The beryllium experiment used three beryllium sample thicknesses—2, 4, and 8 cm—and the 13-cm carbon sample. The carbon sample was measured during the beryllium experiment as a reference; an accurate (agreement with ENDF/B-VII.0) carbon measurement gives confidence in the beryllium measurement. Multiple thickness samples were used to optimize the sample counting statistics while minimizing the total run time as is discussed in Ref. 8. Using multiple samples also allows for comparison of the individual sample cross-section data prior to combining as a means of verification and systematic error determination. The sample diameter and weight were precisely measured to obtain the sample number density $N$ and associated uncertainty $\sigma_N$, which can be seen in Tables I and II for the carbon experiment and beryllium experiment, respectively. Both the carbon samples and beryllium samples were analyzed to be above 99.9% purity. A more detailed description of the samples, as well as a list of impurities and associated quantities, can be obtained from Ref. 9.

IV. EXPERIMENTAL METHOD

Transmission measurements were taken using the TOF method and used to calculate the experimental neutron total cross section. The transmission for each recorded time bin is determined using Eq. (1):

$$T_i = \frac{C_i^S - B_i^S}{C_i^O - B_i^O} \frac{\text{mon}^O}{\text{mon}^S},$$

where

$T_i =$ transmission in TOF channel $i$

$C_i^S =$ dead-time–corrected counts for the sample measurement

$C_i^O =$ raw counts for the sample measurement

$B_i^O =$ raw background counts for the sample measurement

$B_i^S =$ dead-time–corrected background counts for the sample measurement
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Since the background measurements $B_i^S$ and $B_i^O$ are derived from the dead-time–corrected data $C_i^S$ and $C_i^O$, the same monitor correction is applied to both terms as shown in Eq. (1). Using the transmission data, we then obtain the total cross section using Eq. (2) for each TOF channel $i$:

$$\sigma_i = -\frac{1}{N} \ln(T_i) ,$$

where

- $\sigma_i =$ experimental total cross section in the TOF channel $i$
- $T_i =$ transmission in the TOF channel $i$
- $N =$ atomic number density of the sample (atom/b).

Two components contribute to the background shown in Eq. (1). The first component is room background, which is time independent and can be easily determined by collecting data with the LINAC off. The second component is associated with the production and transport of the pulsed neutron beam and varies with time. The time-dependent portion of the background is more difficult to obtain since it only occurs during operation and is therefore masked by the neutron spectrum. A typical technique that is used to measure the time-dependent background utilizes a resonance “notch” method,$^{10}$ in which materials are placed in the neutron beam that have black resonance regions in which a negligible number of neutrons are transmitted. Since few primary neutrons, those that are associated with the undisturbed collimated neutron beam, reach the detector, the counts in those resonances can be assumed to be background. However, the energy range of interest in this paper lacks materials with suitable resonances, which prohibits the use of this method. A new method has been developed to account for this time-dependent portion of the background.

Looking at a typical TOF spectrum, shown in Fig. 3, one can see that prior to the arrival of the gamma flash and subsequent neutrons, the counted data are at the room background level. This value has been shown to agree with a separately measured value with the LINAC off. Surrounding the gamma flash a buildup and decay of X-ray background can be seen. The X-ray background is a result of the detector picking up radiation emitted from the klystron radio-frequency amplifiers used to drive the
accelerator. These X-rays are generated outside the target room and are atmospherically reflected (i.e., skylight shine) before interacting with the detector. Lead shielding, 3.18 mm thick, was placed around the detector and klystrons to minimize this effect and to ensure that the X-rays are below a detectable level prior to neutron interaction. The addition of this shielding decreased the X-ray background by ~90%, and testing showed that with the shielding the X-rays are negligible at the 20-MeV TOF.

During the time primary neutrons are striking the detector, a time-dependent portion of the background builds and proceeds to decay back to room background at a long TOF (~1 ms). The cause of this time-dependent behavior was determined to be the thermalization of neutrons within the detector volume and the subsequent hydrogen capture accompanied by the release of a 2.2-MeV photon. Monte Carlo simulations were done using MCNP5 (Ref. 7), modeling the experimental setup from target to detector. Figure 4 shows the MCNP results normalized to room background–subtracted experimental data at long TOF (>20 μs). Two distinct photon energies can be distinguished in the MCNP analysis, 2.2-MeV hydrogen capture photons as well as 4.4-MeV photons from the inelastic scattering of carbon in the scintillation medium and lead shielding surrounding the detector while the 2.2-MeV MCNP data show only photons tallied at that energy.

calculation was fit to that seen in the experimental data, shown in Fig. 4. For ease in calculation the Monte Carlo background spectrum was fit to an analytical function using a least-squares–fitting algorithm. This time-dependent background is calculated for each sample condition and applied to Eq. (1) to determine the sample transmission.

Carbon (graphite) was chosen as a measurement reference because of the large amount of experimental data

Fig. 3. A 2-cm beryllium MCNP calculation normalized to room background–subtracted experimental data. The full-energy-spectrum MCNP data show the combination of 2.2-MeV hydrogen capture photons and 4.4-MeV photons from the inelastic scattering of carbon in the scintillation medium and lead shielding surrounding the detector while the 2.2-MeV MCNP data show only photons tallied at that energy.

Fig. 4. The 2-cm beryllium experimental data and the calculated background function showing a good fit with the room background region (prior to gamma flash) and after primary neutron interaction (>20 μs).

Fig. 5. Background calculation compared to thick (33-cm) graphite sample for background method verification. Background fit agrees within 8% to the “zero” transmission regions of the graphite sample.
as well as the consistency of the commonly used cross-section evaluations. Carbon also provides narrow resonance structure in the energy range of interest, which can be used to assess the resolution of the detection system. The measurement of carbon was taken during the beryllium experiment to be used as a benchmark.

The background method was verified by measuring a 33-cm graphite sample, shown in Fig. 5. At this graphite thickness there are several energy regions (0.5, 2.1, 2.9, and 3.5 MeV) with very low transmission (<0.001). In these regions it can be assumed the counts are from background alone, since 99.9% of the neutrons are removed from the beam. While this sample does contain black regions as required by the resonance notch method described above, the generally low neutron transmission through the sample over the energy range of interest prevents its use for that method. The difference in the integrated counts for each of these regions from the calculated background deviates by a maximum of 8%.

V. DATA ANALYSIS

Data were collected for the sample and open beam measurements into approximately 400 individual files, each file designated as a single sample run. These files were dead-time corrected and summed using the RPIXDR code. The data were also checked for consistency using the MONCHK analysis code. MONCHK was written to perform statistical checks on the data runs and reports any abnormalities for further examination. MONCHK also indicates which neutron beam monitor is best correlated with the EJ-301 detector to be used for data analysis. The selected monitor is used to normalize the data to account for variations in the neutron beam intensity over time. These slight variations over time are also the reason each sample run is kept short (~20 min), repeating each sample approximately once per hour.

The transmission for each sample was calculated using Eq. (1). The uncertainty in the transmission, Eq. (3), was determined by propagating the individual uncertainties in Eq. (1), assuming that the associated uncertainties are not correlated:

$$\frac{\Delta T}{T} = \sqrt{\left(\frac{\Delta C^s}{C^s - B^s}\right)^2 + \left(\frac{\Delta C^o}{C^o - B^o}\right)^2 + \left(\frac{\Delta B^s}{C^s - B^s}\right)^2 + \left(\frac{\Delta B^o}{C^o - B^o}\right)^2 + \left(\frac{\Delta mon^s}{mon^s}\right)^2 + \left(\frac{\Delta mon^o}{mon^o}\right)^2},$$

where

$$\Delta C^s = \text{statistical uncertainty in the sample counts}\ C^s$$

$$\Delta C^o = \text{statistical uncertainty in the open beam counts}\ C^o$$

$$\Delta B^s = \text{uncertainty in the sample background counts}\ B^s$$

$$\Delta B^o = \text{uncertainty in the open beam background counts}\ B^o$$

$$\Delta mon^s = \text{statistical uncertainty in the monitor data taken during the sample measurement}\ mon^s$$

$$\Delta mon^o = \text{statistical uncertainty in the monitor data taken during the open measurement}\ mon^o.$$

The total cross section was calculated from the transmission using Eq. (2). The uncertainty in the cross section $\Delta \sigma$ for each channel bin was calculated using Eq. (4):

$$\Delta \sigma = \frac{1}{N} \frac{\Delta T}{T}.$$

The uncertainty in the number density $N$ is very small compared to the uncertainty in the transmission and is therefore neglected.

To combine the total cross-section values obtained for the $n$ independent sample thicknesses measured, we used the weighted average of the measurements as shown in Eq. (5):

$$\bar{\sigma} = \frac{\sum_{i=1}^{n} \sigma_i}{\sum_{i=1}^{n} (\Delta \sigma_i)^2} \cdot$$

The method for determining the uncertainty in the weighted average was adopted from the method used by Danon et al. In this method two uncertainty sources are considered. The first source is the uncertainty resulting from the individual measurement uncertainties, which
we call the internal uncertainty. The internal uncertainty in the weighted average cross-section value is given in Eq. (6):

\[
\Delta \sigma_{\text{internal}} = \left( \sum_{i=1}^{n} \frac{1}{(\Delta \sigma_i)^2} \right)^{-1/2}.
\] (6)

The second source of uncertainty is taken from the deviation in the total cross-section values between the individual sample thicknesses measured. This source is termed the external uncertainty and is expressed using Eq. (7):

\[
\Delta \sigma_{\text{external}} = \left( \sum_{i=1}^{n} \frac{(\bar{\sigma} - \sigma_i)^2}{(\Delta \sigma_i)^2} \right)^{1/2} \left( n - 1 \right) \sum_{i=1}^{n} \frac{1}{(\Delta \sigma_i)^2}.
\] (7)

The uncertainty in the weighted average total cross-section is then conservatively taken to be the maximum value obtained from the internal and external uncertainties [Eq. (8)]:

\[
\Delta \bar{\sigma} = \max(\Delta \sigma_{\text{internal}}, \Delta \sigma_{\text{external}}).
\] (8)

The energy for each TOF channel \(i\) was determined using the time stamp on the channel and the distance from neutron source to detector. The time of neutron emission, time zero \(t_0\), can be determined using the gamma rays produced during the neutron production process in the target, the gamma flash, which can be directly measured with the detector array. The flight time of these photons is then used to back out the time zero allowing the flight time and velocity of the neutrons to be determined. With energies of interest in this measurement up to 20 MeV, the relativistic formula was used for accurate energy conversion as shown by Eq. (9):

\[
E_i = m_n c^2 \left[ \frac{1}{\sqrt{1 - L^2 / t_i^2 c^2}} - 1 \right],
\] (9)

where

\[m_n c^2 = \text{rest mass energy of a neutron}\]
\[t_i = \text{neutron TOF at channel } i\]
\[L = \text{flight path distance}.\]

The magnitude of the uncertainty in the energy corresponding to TOF channel \(i\) can be determined using Eq. (10):

\[
|\Delta E| = \sqrt{\left( \frac{\partial E}{\partial t_i} \Delta t_p \right)^2 + \left( \frac{\partial E}{\partial t_i} \Delta t_c \right)^2 + \left( \frac{\partial E}{\partial L} \Delta L_T \right)^2 + \left( \frac{\partial E}{\partial L} \Delta L_D \right)^2},
\] (10)

where

\[\Delta t_p = \text{uncertainty in the TOF due to the pulse width of the neutrons exiting the neutron target}\]
\[\Delta t_c = \text{uncertainty in the TOF due to the channel width}\]
\[\Delta L_T = \text{uncertainty in } L \text{ due to the thickness of the neutron-producing target}\]
\[L = \text{flight path distance from the neutron source to the detector}\]
\[\Delta L_D = \text{uncertainty in } L \text{ due to the thickness of the detector}.\]

VI. RESULTS

Figure 6 shows the present neutron total cross section for carbon compared to other experimental measurements\(^9,13–16\) selected from the greater than 30 reported measurements done on carbon in this energy range for their low cross-section uncertainty. There is very little difference in cross-section value between the current RPI measurement and those reported, as seen in Fig. 6. The present carbon cross section is also in excellent agreement with the commonly used evaluations, shown in Fig. 7. These results were used to validate the experimental system and the analytic procedures used to determine the neutron total cross section. The excellent agreement provides this validation.

The beryllium total cross section from this measurement is in good agreement with several prior measurements\(^9,17–20\) selected for their low uncertainty, shown in Fig. 8. The measurements all agree above \(\sim 1.5\) MeV while showing some deviation in the 0.4- to 1.5-MeV energy range. Figure 9 compares commonly used evaluations for beryllium neutron total cross section\(^6,21–23\) in the energy range 0.4 to 20 MeV. The evaluations generally show good agreement with the exception of 0.4 to 1.5 MeV and 5.5 to 8.0 MeV, where some deviation can be seen. A difference of \(\sim 8\%\) can be seen in the evaluations below 0.6 MeV and 5% between 5.5 and 8.0 MeV.

The present beryllium measurement shows a generally good agreement with the total cross-section evaluations over the measured energy range with some notable exceptions. From 400 to 600 keV the measured data follow JENDL 4.0 and are within a few percent of ENDF/B-VI.8 and JEFF 3.1 while ENDF/B-VII.0 is low by \(\sim 8\%\). The 621-keV resonance is shown to agree with ENDF/B-VI.8, ENDF/B-VII.0, and JEFF 3.1, while it is shifted \(\sim 2\%\) low in JENDL 4.0. From 700 to 800 keV
the measured data follow ENDF/B-VI.8 while ENDF/B-VII.0 and JEFF 3.1 trend ~2% low. In the energy range 3.5 to 4.1 MeV, the measured data follow ENDF/B-VI.8 and ENDF/B-VII.0 while JENDL 4.0 tracks ~1% low, and JEFF 3.1 tracks ~5% low. In the energy range from 5.5 to 8.0 MeV, the present measurement tracks JEFF 3.1 and JENDL 4.0 while ENDF/B-VI.8 and ENDF/B-VII.0 are ~2% lower.

The present measurement is also shown to be in excellent agreement with the high-accuracy measurement...
done on beryllium by Danon et al. at low energies and Finlay et al. at high energies. Since the original writing of this paper, ENDF/B-VII.1 (Ref. 24) was released, which used the Danon et al. data to update the beryllium evaluation. The beryllium data in this evaluation show closer agreement to the presented data than the previous release, ENDF/B-VII.0.

VII. CONCLUSIONS

This paper presents a new detector system deployed at the Gaerttner LINAC Laboratory at RPI and new measurements of carbon and beryllium neutron total cross section in the energy range 0.4 to 20 MeV. The major component of the system’s time-dependent background was determined to be 2.2-MeV photons from thermal neutron capture within the detector volume. This background component was simulated using MCNP and verified to within 8% using a thick carbon sample. The 8% uncertainty in simulated background typically contributes <1% to the overall cross-section uncertainty.

Measurements of the well-known carbon cross section are in excellent agreement throughout the energy range of interest. Measurements of the beryllium cross section are in general agreement with all the evaluations through most of the measured energy range. Below ~1 MeV the JENDL 4.0 evaluation uses the RPI data from Ref. 9, which are also in excellent agreement with the present data. In the 700- to 800-keV and 3.5- to 4.1-MeV regions, the present data are in good agreement with the ENDF/B-VI.8 and ENDF/B-VII.0 cross sections, while those provided by JEFF 3.1 and JENDL 4.0 show some deviation. From 5.5 to 8.0 MeV the current beryllium measurement is in agreement with the JEFF 3.1 and JENDL 4.0 evaluated cross sections, where ENDF/B-VI.8 and ENDF/B-VII.0 are ~2% low. Additionally, the 621-keV resonance energy in the present data agrees with ENDF/B-VI.8, ENDF/B-VII.0, and JEFF 3.1, where the JENDL 4.0 energy is ~2% low.

This new measurement can help resolve the issues seen in the beryllium evaluations in the noted energy ranges by providing high-resolution, high-accuracy data. The quality of this beryllium measurement can additionally reduce the uncertainty in the beryllium total neutron cross-section evaluations in the energy range of 0.4 to 20 MeV.
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